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Multi-level modeling, i.e., the explicit use of multiple lev-
els of classification in modeling, is a conservative extension
of the well-established, traditional two-level object-oriented
paradigm. Two-level object-oriented technology has been
tremendously successful in both modeling (e.g., UML) and
programming (e.g., Java). However, it has been shown that
attempting to capture certain domains or systems with only
two classification levels (i.e., objects and their types) results
in accidental complexity that stems from an impedance
mismatch between the subject at hand and the solution tech-
nology used to capture it [2]. Examples for domains that
can be much more elegantly captured using multiple clas-
sification levels are biological taxonomies, process (meta-)
modeling, enforced software architectures, and systems with
dynamic type levels [4].

In particular, two-level technologies suffer from a simplis-
tic type/instance dichotomy. Modeling elements must either
play the role of a type or the role of an instance but not both.
This means that types themselves cannot be treated as first
class citizens of a system, i.e., as instances of (meta-) types,
and thus cannot themselves be added dynamically to a system
in a type-safe way.
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History of multi-level modeling

The use of multiple levels of classification arranged in a clas-
sification hierarchy has a long history. Success stories include
compiler compilers, the EIA/CDIF standard, and the UML’s
four-layer architecture. These applications are based on the
idea of language definition, i.e., they take a linguistic view to
classification, and are referred to as cases of “metamodeling”
[3].

Since 2001, however, a new type of organizing classi-
fication hierarchies that mirror logical classification levels
in the domain has been receiving increasing attention. The
underlying classification principle is known as “ontological
classification.” Initially referred to as “multi-level meta-
modeling,” this alternative strand of (meta-)modeling is
increasingly being referred to as “deep modeling” in order to
distinguish it from the historically more prevalent language-
engineering driven “metamodeling.”A variety of approaches
offering disciplines and supporting mechanisms, e.g., for
“deep characterization,” have been proposed based on the
general idea of modeling domains with minimal accidental
complexity.

Multi-level modeling today

In 2016, the third internationalworkshop onmulti-levelmod-
eling “MULTI 2016” was held, a testimony to the steady
growth of a research community focused on furthering the
state of the art in modeling with multiple domain classifi-
cation levels. Multi-level modeling has been demonstrated
to be an elegant replacement for many ad hoc constructs
(e.g., stereotypes in the UML) and workarounds (e.g., the
“Type Object” pattern), addressing real needs that were pre-
viously only supported by partial and inelegant solutions.
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Researchers are, however, still continuing to propose new
supporting foundations, mechanisms, and tools [1].

In this issue

An indispensable prerequisite for understanding classifica-
tion hierarchies as they occur in multi-level modeling is a
thorough understanding of classification itself. Only once
classification itself has been properly understood and formal-
ized, and its historical usage patterns in other domains have
been explored for their relevance tomodeling, does it become
possible to create a well-founded notion of multi-level mod-
eling. InFormalization of the classification pattern: survey of
classification modeling in information systems engineering,
Partridge et al. investigate the properties of the classification
pattern in particular by using the notion of a powerset. They
examine the formal underpinnings of the powerset concept in
the context of modern set theory and perform a literature sur-
vey on the formalization of classification. The latter reveals
three major formalization strands which are then discussed
in detail.

In multi-level modeling, classification is obviously the
most fundamental inter-level relationship. However, it is also
important to fully understand intra-level relationships and
to consider the potential utility of further inter-level rela-
tionships. In Toward a well-founded theory for multi-level
conceptual modeling, Carvalho and Almeida present a the-
ory for multi-level modeling defined using first-order logic
that includes structural inter-level relationships that aim at
more precisely capturing classification patterns. Their addi-
tional, so-called cross-level, relationships are powertype,
categorization, and partitioning. With respect to intra-level
relationships, they cover both specialization and subordina-
tion.

The value users of multi-level modeling technology
receive depends directly on the semantic richness of the
supported mechanisms. The richer the semantics of multi-
level mechanisms and the better adapted they are to their
intended usage, the more their users will benefit. In Dual
deep modeling: multi-level modeling with dual potencies
and its formalization in F-Logic, Neuymayr et al. refine
the existing notion of “potency”—a mechanism to support
deep characterization—to the notion of “dual potency.” They
present a multi-view approach to multi-level modeling based
on the ANSI/SPARC architecture in which traditional, two-
levelmodels, at the external level, are extracted from a single,
integrated multi-level model at the conceptual level. The key
innovation in the approach is the inclusion of properties pos-
sessing dual potencies to allow the depth of characterization

to be expressed separately for the source and target. The pro-
posed approach is formalized using F-Logic/Flora-2.

As valuable as a theoretically well-founded understanding
of multi-level modeling is, the overall picture is incomplete
without a demonstration that respective techniques can be
applied at industrial scales. In order to stand a chance ofwider
adoption, multi-level modeling approaches need to prove
themselves in industrial contexts as well as being internally
consistent. In An integrated multi-level modeling approach
for industrial-scale data interoperability, Igamberdiev et
al. evaluate their OMLM and MULLER frameworks in a
real-life industry project in the oil and gas domain. They
use Flora-2 as a single underlying language to support an
approach to multi-level modeling that aims to minimize the
complexity of implementing, querying, and verifying multi-
level models in the context of big data applications.
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